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PREFACE

The objectives of this investigation are:

A.  Mapping the surficial geology of selected sites in Kansas from
multispectral imagery, and identification of anomalous patterns;

B.  Search for large=scale ground patterns by spatial frequency analysis.

An optical processing syﬁtem is used in this investigation to produce ground
pattern spatial frequency and orientation information using ERTS-1 imagery as input.
Interpretation of the information is done with respect to known geologic features and
other cultural and vegetation features. Appropriate data processing schemes are used
to derive numerical descriptors of these features and these descriptors, in turn, are
used in pattern recognition schemes. This investigation will then provide a mapping
technique of large-scale geologic ground patterns as well as other targe=scale ground
patterns in Kansas.,

The manual interpretation of the spatial frequency and orientational informa-
tion derived from the ERTS-1 imagery demonstrates that this information characterizes
the samples areas very well. The results described here, based on this characterization
of the sample arecs, show that optical diffraction analysis can be used to accurately

discriminate between large-scale ground patterns in Kansas.
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1.0 INTRODUCTION

The purpose of this investigation was to determine if spatial frequency anal-
ysis of Earth Resources Technology Satellite (ERTS-1) imagery could provide an un~
biased means of estimating the character and nature of large=scale ground patterns
in the image, Specifically, this investigation involved the determination of spatial
frequency and orientational information from large-scale ground patterns in Kansas
using ERTS-1 imagery as the input to an optical data processing system. Since the
physiography and geology of Kansas is well-known, this method would provide an
objective means of identifying and classifying ground patterns and locating anomalous
patferns,

The optical processing system used in this investigation forms the diffraction
pattern of the input image transparency and provides data on the spatial spectrum
of the image. It will be shown in this paper that this spatial frequency analysis of
ERTS-1 images provides an accurate and unbiased means of automatically identifying
large=scale ground patterns in Kansas, It is anticipated that the equipment, procedures,
and methods described in this paper could be applied in general to obtain automatic
patfern recognition using various types of images.

This paper will describe the physiographic and geologic patterns that exist
in Kansas; it will review the theory involved in diffraction pattern analysis; it will
describe the optical processing system used in this investigation; it will review the
spatial frequency and orientational information derived from this optical processor;
it will state the accuracy with which these parameters predict the existence of large=-
scale ground patterns and anomalous patterns in Kansas; and finally, this paper will
state some of the conclusions that can be made based on the results obtained during
the course of this investigation,

The procedure followed during this investigation is outlined below:

(1)  Determine the number and extent of various geologic/physiographic

regions in Kansas from known geologic/physiographic information.

(2)  Select an adequate number of sample areas within each region.

(3) Investigate the effect of snow cover on the ability of ERTS-1 imagery

to display physiographic information. (To study this effect, equi-
valent sample areas are chosen from imagery with and without snow

cover,)



(4)  Obtain data from the optical processor for the given sample areas.

(5)  Determine features of the optical processor data which will allow the
categorization of the sample areas,

(6) Investigate the ability of optical processor data to provide relicble
physiographic classification using different classification algorithms.

(7)  Investigate the information content of various spatial frequency bands

with respect to the investigation in (6} above.

Eight regions of Kansas were chosen as most representative of certain dis-
tinctive physiographic/geologic provinces. Ten sample areas were chosen from each
of these regions. Each sample area is circular with a diameter of approximately 37
kilometers. Optical processor data were taken twice for each of these sample areas==
once using an image when the area was snow=covered and once again using an image
from the area when it was not snow—covered,

Spatial frequency and orientational curves for 148 sample areas (80 non-
snow and é8 snow samples) were obtained using the optical data processing system.
Appropriate data processing schemes were used to derive numerical parameters from
these curves, and these parameters are used as descriptors of the sample areas. These
parameters were used to categorize the sample areas in terms of the different physio-
graphic/geologic provinces previously chosen,

It should be noted that the sample area sites were chosen where stream pat-
terns provide o good expression of the geclogy or physiography of the geologic/physio-
graphic province. Stream patterns, with respect to the scale of this experiment, are
numerous,'however, so this restriction did not severely limit the choice of sample
sites.

The images that were used in this experiment were obtained from NASA's
ERTS-1 Multispectral Scanner (MSS) Subsystem. Each ERTS-1 image covers an area
of approximately 100 by 100 nautical miles.

Categories and Sample Site Location

Eight Physiographic regions in Kansas are shown in Figure 1 as adapted from
Schoewe (1949). Each physiographic region is also a region of characteristic geology
since each region contains similar landforms caused by similar geomorphic processes
and each region also contains outcrops of the same dominant lithology and the same
geologic age. An important note with respect to this investigation is that, in general,
the land-use for each region is the same. Hence, each sample site was chosen in

a well-defined physiographic/geologic region of Kansas.
2



Ten sample areas were chosen in each of these categories and the sample
area center points are also plotted in Figure 1 (Some sample areas are in or cross
over into neighboring states but are still in the same geologic category). Each site
has an alpha-numeric designation. F-1 refers to the first sample area in the Flint
Hills; 0-6 refers to the sixth sample area in the Osage Plains; etc. When the image
sample areas were analyzed with snow=cover they were assigned a number ten more
than the non=snow number (0-6, no snow becomes 0-16, snow). The sample area
in the High Plains region of Kansadesignated "M" in Figure 1 was analyzed for
all four MSS frequency bands (MSS 4, 5, 6, 7)« This was done in order to determine
the relative information content of each band. For all other sample areas, MSS
band 5 (0.6-0.7 microns) 70 mm positive transparencies were used in the analysis.

It was judged that band 5 images contain the most information with respect to the
objectives of this investigation.

As mentioned previously, each sample area is approximately 37 kilometers
in diometer and this diameter plus the size of the physiographic region controlled
the spacing of the sample areas within each category. The sample areas were analyzed
twice=~once with snow cover and once without snow cover, Most of the non-snow
samples were from images recorded in the summer and fall of 1972, The images for
samples with snow-cover were recorded in the winter of 1972/1973. Only 68 of the
80 sample areas were analyzed with snow-cover, however, since cloud-free images
were not available for 12 of the snow-covered sample areas.

Detailed analysis of each sample area was performed and the results of this
analysis were presented in Ulaby et al. (1973). For a discussion of the physiography
and geology of Kansas see Appendix C. |
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2.0 BACKGROUND

2.1 Theoretical Considerations

This section is concerned with reviewing some of the theoretical background
necessary to understand the basis of this investigation. The general area deseribed
here is referred to as optical data processing; the particular area with which this
investigation is concerned is referred to as optical diffraction analysis or spatial
frequency analysis. These terms arise because of the nature of the optical systems
vsed,

The basic element needed to describe the nature of an optical data processing
system for optical diffraction analysis or spatial frequency analysis is a single positive
lens and an input object illuminated by an incident plane wave, From basic physical
optics we know that a positive lens illuminated by an incident plane wave converts
this wave into a wave converging upon a point f, where f is the focal point of the
lens, The amazing aspect of this simple lens system is its ability to perform a two-
dimensional Fourier transform, -

If a plane object is inserted into this simple system at a point do away from
the lens as shown in Figure 2, the distribution in the focal plane of the lens is pro-
portional to the Fourier transform of the object's transmittance function (i.e, the com-
plex function associated with the way in which the object transmits light), The
illumination Is assumed to be monochromatic and coherent.

In particular, if

fo(x,y) is the complex amplitude transmittance
function associated with the portion of

the object illuminated in Figure 2, and

Uy(xqs¥4) Ts the complex amplitude distribution
in the back focal plane of the lens, and
A is the amplitude of the normaily incident
plane wave,
and assuming that the portion of the object illuminated is smaller in extent than the

clear aperture of the lens we have (Goodman (1968) ):



Figure 2. Configuration Assumed for the Derivation of Equation 1.
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where B = -j—'?—r exp [3%}-—( 1-—dF°—) (x.l2 + 712)]

Hence, the diffraction pattern in the back focal plane of the lens is proportional
to the Fourier transform of the function which describes the object.

MNote that the terms x]/f)\ and y]/FA in Equation (1) are scale factors
relating the scale of the frequency distribution in the transform plane (back focal
plone) to the scale of the distribution in the object plane. (i.e. for any point
(x9,¥7) in the transform plane, the spatial frequency associated with this point may

be calculated from the geometry of the system to obtain the spatial frequency com-

ponent values (——, ) )
A mathematical description of the system used in this investigation is given

in Appendix A, For a description of other optical processing configurations, the
reader may consult Goodman (1968), Shulman (1970), or Preston (1972).

The distribution of interest has been described in terms of the Fourier transform
of the input amplitude transmittance function. Hence, well~known theories from
Fourier analysis can be applied in relating the transform to the original input (image
transparency in this case).

Some of the aspectsof Fourier analysis as applied to this investigation were
presented in Ulaby et al. (1973) and McCauley et al. (1974), The basics of Fourier
analysis can also be found in a number of textbooks dealing with advanced mathe=-
matics as well as in a number of electrical engineering texts dealing with the spec-

tral analysis of signals.,



2,2 Other Investigations

Basic physical optics and diffraction problems are discussed in Born and Wolf
(1959), Goodman (1968), and Parrent and Thompson (1969). Optical systems similar
to the one used in this investigation are discussed in Lee and Gossen (1971}, and Read
and Cannata (1974)., Other current investigations which have used optical diffraction
analysis for image analysis are: Stanley, Nienow and Lendaris (1969), and Lendaris
and Stanley (1969), in which diffraction pattern sampling is used as o means to attain
automatic target recognition; Davis and Preston (1972), McCullagh and Davis (1972),
Pincus and Dobrin (1966}, and Steckley (1972), in which optical diffraction analysis
is used in geologic applications; and Read and Cannata (1974), in which one-dimen-
sional data records are analyzed, Another investigation in which ERTS imagery is
analyzed by diffraction pattern analysis is Gramenopoulos (1973}, Two investigations
which illustrate the technique of ifnc:ge processing by digital means are Haralick and
Shanmugan (1973), and Andrews et al, (1972).



3.0 EXPERIMENTAL ARRANGEMENT

3.1 Spotial Frequency Analysis of Sample Areas

Each sample area on the ERTS image is composed of ground patterns of
characteristic spatial frequencies and orientations, The spatial frequencies here
refer to variations of density on the image as a function of distance. Hence, if
we decompose the image sample area into its component frequencies and plot their
intensity; and if we plot the 'strength! of preferred orientations in the image versus
angle, we have described the sample area by a set of numbers. The purpose of the
quantitative phase of this investigation was to determine how accurately this could
be done.,

The optical data processing system used in this investigation accomplishes
this decomposition of the sample area in the manner described in section 2,1, A
set of numbers is obtained which describe the spatial spectrum of the sample area
and indicate the orientations of the large~scale ground patterns, Each of the sample
areas on the ERTS images is used as the input to this optical processor,

A block diagram of the optical processing system along with the pattern
recognition portion of the system is shown in Figure 3. Figure 4 expands on the part
of Figure 3 enclosed in dashed lines. These diagrams show the various steps involved
in going from the ERTS sample area to a categorization of the sample area based on

the quantitative information derived from it.
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3.2 Procedures and Measurements

3.2.1 Optical Processing System Description
In this section we will present a description of the optical processing system

used for spatial frequency analysis of the ERTS images. The optical processor has
three main elements: o laser, optics, and a Recognition Systems, Inc., Diffraction
Pattern Sampling Unit (DPSU). The system configuration is shown in Figure 5. An
ERTS-1 70 mm positive transparency is used asthe input for this system. The optical
processing system can be regarded as a two step system, First., an area of the ERTS
transparency (sample area) is illuminated by the incident loser beam. This beam is
focused by the lens so that the point source produced by the spatial filter is imaged
at a distance z + f in front of the lens. The light distribution in this plane is pro-
portional to the Fourier transform of the transmittance function which describes the
portion of the ERTS image iliuminated by the beam. Second, the intensity distribution
(spatial spectrum) of the ERTS image is sampled by the DPSU,

The DPSU consists of a 64 element photodiode array (shown in Figure 6}
used to detect the light intensity incident upon each element, and electronics which
amplify and digitize the output from each diode in the array . The diode array is
composed of 32 wedge-shaped photodiodes and 32 annualar ring photodiodes. The
average intensity for each photodiode is recorded. These data are then used in a
computer program and are calibrated, printed, and plotted,

The spatial frequency in the transform plane is related to other system

parameters by:

s = r/dax (2)
where s =  spatial frequency at a point r in the transform plane
r = distance in transform plane measured from the optical
axis
d = distance from image transparency to detector
A = wavelength of laser radiation = 6328 A

The spatial frequency from this calculation is converted to ground spatial frequency
using image to ground scale. The resulting curves which are plotied by the computer
program are then intensity vs. frequency and intensity vs, angle. These are plotted
in terms of ground spatial frequency in cycles per kilometer and direction in compass

degrees from north.

12
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In order to calibrate the detector array, the array was illuminated with a
uniform intensity, plane wave source. The intensity of the illumination was recorded
for each element in the array and the measurements were used as the basis for the as-
signment of an area/sensitivity calibration factor to each element.

The mathematical description of this system is given in Appendix A.

14



3.2.2

low;

Data Taking Procedure

The procedure used to record the data for each sample area is outlined be-

(1)
()

(3)

4)

)

(6)
(7)

Set DPSU digital readout to zero. {Adjust 2nd Stage Balance Control -
ring 30 switch on- set dispiay = ,000 at 1000 X gain.)

Place image on image holder. (image is aligned with respect to
holder)

Choose sample area by moving ERTS fmuge in image (x,y) plane.

(The area on the ERTS image is chosen initially with respect to an
x,y coordinate system.)

Align detector with respect to transform. (This is accomplished by
moving the detector array in the transform plane with the center
element (ring 1) switched into the circuit until the maximum reading
is obtained on the digital display. This is a very critical adjustment
that aligns the detector array with the optical axis of the system.)
Record data by switching each element of the array, in turn, into
the circuit.

Enter data onto computer cards,

Run data calibration program. (Qutput is printed and automatically
plotted.)

15



3.3 Experimental Results

The spatial frequency curves obtained for each sample area were modified
to enhance their ability to display features of interest. An average spatial frequency
curve was calculated for the B0 non-snow sample areas. The point-by=-point ratio
between this curve and each non=snow sample area frequency curve was determined
and these values were plotted. A similar procedure was used for the snow sample
area frequency curves. The relative amplitudes of the various frequency components
are greatly emphasized using this method and it will be shown in the next chapter
thatthese modified spatial frequency curves characterize the sample areas very well.

At this point in the analysis of the sample areas each sample has been des-
cribed by @ modified spatial frequency curve and an crientational curve. The steps
involved in going from the ERTS sample areas to the modified spatial frequency and

orientational curves are illustrated in the following section.

16



3.3.1 Analysis of Results for Sqmpié Area Example

This section is intended to demonstrate how specific features in a sample
area can be related to the spatial frequency and orientational information derived for
it, Figure 7(a) shows a portion of ERTS-1 image no. 1076-16393-5, The circular
area is sample area F-7 from the Flint Hills region of Kansas. 7(b} shows the dif-
fraction pattern associated with the sample area shown in {a) as obtained with the
optical processor. This pattern can be related to features in the sample area, The
main feature of the diffraction pattern is the very bright distribution (labelled as A)
extending vertically through the pattern, This distribution is due to the scan lines
in the ERTS MSS images associated with the manner in which these images were
obtained, Distributions which extend vertically in this manner are not detected
with the DPSU, however, since a 20° dead space (see Fig. 6) exists in this region.

It should be noted that because of the nature of the diffraction pattern, scan lines,
which appear horizontally across the image, produce this vertical distribution. The
intensity distribution in (b) is sampled using the DPSU described in the last section.

The normalized, calibrated spatial frequency (1) and orientational (2) curves
are shown in Figure 7(c). As noted, these plots are obtaired by recording the light
intensity at each photodiode in the detector array and then using these data in a
computer program. The spatial frequency curve, obtained from the ring~shaped
photodiodes, gives the intensity of various spatial frequency compeonents corresponding
to features in the image sample area, The normalized intensity (shown here on a
logarithmic scale) is recorded versus ground spatial frequency in cycles/kilometer,
The orientational curve, obtained from the wedgeshaped photodiodes, indicate the
orientation of features in the sample area. The normalized (with respect to the
largest value) intensity is recorded versus the orientation clockwise in degrees from
image north,

Figure 7(d) shows the modified spatial frequency curve obtained from the
spatial frequency curve in (c). The amplitudes of the various frequency components
are greatly emphasized in this modified frequency curve. The curve in (d) shows that
frequency component values around .4 and 1.0 cycles/km tend to predominate. There
are also peaks in the spatial frequency curve shown in (c) around .4 and 1.0 cycles/m.
We would suspect that these peaks are caused by characteristic features in the sample
area with these frequencies. The sample area in (a) shows that this is true. A band

which is light in tone is apparent in this image. This band represents the Kansas River
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flood plain which is an area of intensive agriculture, This band is approximately
2.5 kilometers wide and hence it has characteristic frequencies around 1/2.,5 = 0.4
cycles/km, The distribution around 1.0 is apparently produced by characteristic
stream pattern frequencies. The orientational curve, curve (2) in 7 (c), also has
a number of features which can be related to features in the sample area.

The two dominant peaks in this curve are lobeled B and C. The peak at
B, at approximately 35°, appears to result from the orientation of the Kansas River
flood plain. This plain is oriented at approximately 30° to 35° clockwise from west
in the sample area. Thus, because of the nature of the system, this plain produces
the distribution af B in (b) which is oriented at 90° away. The peak at C in curve
2, 7{c) which occurs centered around 90° is due to the northward orientation of the
field patterns and the general orientation of the major streams in the sample area.
The distribution at C in {¢) is also relatively wide indicating the variation in stream
orientations around 90°, This example should illustrate how features in each sample
area can be related to features in the diffraction pattern and in turn related to features

in the spatial frequency and orientational curves,
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3.3.2 Example of Results for the Eight Categories

Several of the ERTS sample areas are shown in Figures 8(a) through 13 {a).
The resultant spatial frequency and orientationalcurves are shown in (b) for these areas,
and the modified spatial frequency curves are shown in (c).(Peaks in the spatial fre-
quency curves in (b} around .6 to .8 cycles/kilometer are usually caused by multiple
scatfer in ring 13 of the DPSU and hence are unrelated to image features.)

Figures 8(a) and $(a) show two sample areas from the Flint Hills region of
Kansas, Stream patterns in these two sample areas are well expressed and result in
high pecks in the orientational curves in 8(b) and 9(b) corresponding to the orienta-
tion of the major streams. The modified frequency curves in 8(c) and 9(c) demonstrate
characteristics of the modified frequency curves from the Flint Hills, the Blue Hills,
and the Smoky Hills, The slope of these curves in the region beyond approximately
1.0 cycles/kilometer is positive and demonstrates the relatively larger high frequency
content for sample areas from these categories. '

Figures 10(a) and 11{a} show sample areas from the Osage Plains region
where Figure 11{a) is a sample area with snow cover. There are numerous peaks in
the orientational curves in 10(b) and 11(b) which is characteristic of orientational
curves from sample areas from the Osage Plains, The modified frequency curves for
both sample areas 10{a) and 11{(a) fall off at higher frequencies in contrast to the
curves in 8 {c) and 9 (c).

Figure 12 (a) shows sample area G-5 from the northeastern part of Kansas.,
The orientational curve in 12 (b) has high peaks at 90% and 180° indicating the dominant
north=south, east-west orientation of the section roads and agricultural patterns in
this area, Figure 13{a) shows the same sample area as in 12{a) with snow cover. The
snow cover emphasizes the stream patterns in this case and the orientational curve,
13(b), has high peaks around 50°-75° corresponding to the major stream orientatio:s.
The modified frequency curves shown in 12(c) and 13(c) again fall off at high fre-
quencies,

These examples are intended to show how features in the spatial frequency
and orientational curves can be used to categorize the sample areas. In chapter 4
it will be shown that features such as those shown here can be used to discriminate

between various physiographic categories.
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3.3.3  Multispectral Example ‘
Figure 14 shows portions of ERTS=1 images 1006-16502-4,5,6,7 and the
sample areas M~4, M=5, M=6 and M-7. The spatial frequency and orientational

curves obtained with the optical data processing system are shown next to the re-
spective samples. These images are from MSS bands 4{.5~.6 micrometers; 5(.6-.7
micrometers); 6(.7-.8 micrometers); and 7(.8-1.1 micrometers). The sample area
shown here is in northwestern Kansas and contains a parallel drainage system which
trends NW=-SE. These four bands were analyzed in order to obtain quantitative in~
formation on the way in which features, specifically drainage patterns, are expressed
in the various bands.

The expression of the drainage pattern in the four images for the four bands
is a function of the land-use in this sample area from the High Plains region of Kansas.
The rough stream valleys here are often used as pastureland and the level uplands are
used for cultivation, The main feature that concerns us here is the difference in
expression in the images between the grassy pastureland and the cultivated ground
in the uplands. An idea of the relationship between the expression of the land=use
categories in the images and the actual land-use can be obtained from curves of
relative spectral radiance for various agricultural scenes, Curves of this type

are shown in Remote Sensing (1970). Specifically, Figure 7,page 310shows how the relative

spectral radiance of four types of agriculiural scenes changes as a function of wave~
length. The main difference here is between the radiance of the various scenes in
the visible and the infrared part of the spectrum. The curves shown in this figure
demonstrate that the radiance of the grassy pastureland should be greater in the in-
frared bands than in the visible band and conversely, the radiance of the bare ground
should be greater in the visible than in the infrared, This relationship is apparent

in the image specifically where the drainage patterns are dark in tone in the visible
bands (4 and 5), and are displayed as light in tone in the two infrared bands (6 and
7). Image features as they are displayed in the spatial frequency and orientational

curves are described in the next paragraph.

The orientational curve for the band 4 image contains @ peak at 100° which
is due to the field patterns apparent in the image. The drainage pattern in this image
is not enhanced as much as in the band 5 image due to the weaker reflectance of the

field patterns in band 4. Because of the number of field patterns in the sample area,
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the contribution due to the field patterns slightly dominates in the orientational curve.
The parailel drainage pattern produces the secondary peaks at approximately 75° and
85°. The drainage pattern in the band 5 image is very apparent due to the enhance-
ment effect provided by the field patterns. Correspondingly, the orientational curve
displays the peak at 75° due to the drainage direction , and displays a secondary
peak associated with the field patterns at 100°. The band 6 and band 7 images are
similar and produce similor resulis. Both the drainage patterns and the field patterns
appear to be subdued in these two images apparently because the medium reflectance
of the fields again does not enhance the drainage patterns. Again because of the
number of fields in the sample area, however, the orientational curves both have
sharp peaks at 100° that result from these field patterns. The drainage pattern for
both of these images does not contribute signiﬁéantly to the orientational informa-
tion displayed in the curve. The spatial frequency curves for all four images are simi-
lar. However, since features apparent in the sample area are dilineated more sharply
in the band 4 and band 5 images, the spatial frequency curves for these two bands
do display a slightly greater high frequency content,

This example gives a quantitative view of why, in order to emphasize geologic

ground features, band 5 images were chosen for analysis in this investigation.
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4,0 CLASSIFICATION RESULTS AND ANALYSIS

4.1 Derivation of Pattern Descriptors

To reduce the amount of information present in the modified spatial fre=~
quency and orientational curves, various data processing schemes were developed
to extract parameters from them, These parameters describe the geologic or physio-
graphic features giving rise to fluctuations in the curves, To determine how well
these parameters characterize each sample area, they may be used to categorize
the sample areas by using the parameters as input to pattern classification algorithms,

The range of frequencies was divided into two bands. Band 1 contains
spatial frequencies between 0.0 and 0.9 cycles/km and band 2 contains spatial fre-
quencies between 1.1 and 2.8 cycles/km. This division essentially separates in=
formation due to high frequency fluctuations such as occur in stream patterns in rough
terrain, and low frequency information such as occur due to field patterns, This
division of frequencies appears to correspond to a natural break at approximately
1.0 cycles/km.

Similarly, the range of orientational data was divided into four sectors~=
each corresponding to 40 degrees (see Figure 6). Sector 1 provides data on pattern
orientations that produce distributions between 25 and 65 degrees clockwise from
north; sector 2: 65-105 degrees; sector 3: 105-145 degrees; and sector 4: 145-185
degrees.,

Parameters are extracted from the spatial frequency and orientational curves
in eachrange. .

The following parameters were calculated from the spatial frequency and
orientational curves in each of the bands or sectors listed above.

Orientational Curve Parameters:

DAV Average value of the curve in the 40° sector

RMSD Root Mean Square Deviation of curve from overall average in each
sector '

AREA A. Area of curve above overall average in sector

B. Area of curve below overal! average in sector
PEAK Number of peaks or 'spikes' in curve in sector

PAKS Number of data points above average in sector
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Spatial Frequency Curve Parameters:
(These parameters are derived from the modified spatial frequency curve)

DAV Average value of the curve in each frequency band
RMSD Root Mean Square Deviation of curve from overell average in each band
AREA A.  Area of curve above overall average in band
B.  Area of curve below overall average in band
DARA A.  Area of curve above the value 1,0 in band
B.  Area of curve below the value 1,0 in band
DYNR DY Namic Range of curve in band
SLOPE 2 The slope of the regression line calculated for the curve in band 2

Each parameter for all 80 non=snow and 68 snow sample areas was plotted
versus its appropriate sample area category as obtained from Figure 1, Three of these
parameter plots are shown in Figures 15, 16, and 17, Two separate parameters are
listed and one of these is repeated for the 48 snow sample areas. The notation 'R’
or 'W' preceding the parameter name denotes the parameter asa spatial frequency

(ring) or orientational (wedge) parameter respectively.
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4,2 Physiographic Patterns Identified

Decision boundaries may be inserted into the parameter plots shown in the
last section based on the distribution of the amplitudes of the parameter. If there is
a clear relationship between the amplitude of the parameter and the physiographic
characteristics of the sample area, then this decision boundary will discriminate be-
tween 2 large-scale physiographic ground patterns.

This was done for the parameter labelled SLOPE 2 and the results of this
scheme are shown in Figure 18. As mentioned previously, SLOPE 2 is merely the
slope of the regression line for the modified spatial frequency curve for the frequen-
cies in band 2. As can be seen from the plot showing the parameter SLOPE 2 (Figure 15),
a decision boundary may be inserted at approximately zero slope (+.001) which
effectively separates the various categories, Sample areas from categories of re=
latively large high frequency content (Flint Hills, Red Hills, Smoky Hills) yield a
positive slope, whereas sample areas from the other ccfegories.yield a negative
value of this parameter,

This identification experiment resulted in an accuracy of 92.5% with only
6 incorrect identifications based on the original categorization of the sample areas.
Sample sites represented by a square were identified as belonging to the category
comprising the Flint Hills, Red Hills, and Smoky Hills; sample sites represented by
a triangle were identified as belonging to the category comprising the Arkansas
River Valley Lowiands, High Plains, Osage Plains, Blue Hills, and the Glaciated
Region,

Figure 19 illustrates how a further classification based upon the origiaal
physiographic regions can be made. The figure shows a scattergram made by plotting
values of the parameters DARAN 2 versus values of SLOPE 2. Values on this graph
corresponding to sample areas in the Red Hills, Flint Hills, and Smoky Hills are
designated by an open circle; values corresponding to sample areas in the Blue Hills
are designated by a black circle; values corresponding to sample areas in the Glaciated
Region and Osage Plains are designated by an open square; and values corresponding
to sample areas in the High Plains and the Arkansas River Valley Lowlands Regions
of Kansas are designated by a black square.,

The categories listed above each appear to be distributed in separate por-
tions of the graph. It is apparent that we may insert decision boundaries info this

graph to separate the various categories as was done in the one-dimensional case
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shown previously. If we now define a region for each category in terms of these
boundaries, we may determine how accurately these two parameters classify each
sample area, This was done and the results of this classification are shown in Table 1.
The overall aceuracy in terms of a correct identification for each sample area is

80% for this case,

The sample areas are shown in Figure 20 with respect to their identification
based on Figure 19. Figure 20 shows that although the sample areas were identified
with an accuracy of only 80%, the sample areas appear to be clustered in Kansas
in terms of their identified categories. For instance, A~4, A-5, and A-6 are classi-
fied with the Blue Hifls to the north, and H=8 is classified with the Blue Hills im-
mediately fo the east of it. The category designation in Figure 20 is the same as
in Figure 19,

Various algorithms exist to effect the classification made here automatically.
One such scheme given in Fukunaga (1972) uses a regression fybe algorithm to assign
samples to various categories, A program based on this algorithm and developed by
Haralick and Shanmugan (1973) was used in an attempt to classify the sample areas,
but we had only limited success with this program because of the relatively smail

number of samples used here,

35



9

TABLE L.

Result of Classification of Sample Areas Based on Figure 19,

CATEGORY HIT MISSED sgﬁgigs Accfrgacx_
R,S,F 25 5 30 83
B 7 3 10 70
G,0 19 1 20 -
H,A 13 7 20 65
TOTAL 64 16 80 80

R - RED HILLS
S - SMOKY HILLS
F - FLINT HILLS

B - BLUE HILLS

G - GLACIATED REGION H - HIGH PLAINS

0O - OSAGE PLAINS

A - ARKANSAS
LOWLANDS
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4.3 Information Content of Frequency Bands

In an effort to determine the band of spatial frequencies that contain the
most information with respect to discriminating between physiographic categories,
an additional experiment was performed. Data from the optical processing of some
of the ERTS sample areas were obtained using a reduced spatial frequency scale.
The scale in the transform plane was changed in order to obtain spatial frequency
information on frequencies between 2.8 and 5.8 cyc'les/km.

Two of the reduced scale modified spatial frequency curves obtained in
this experiment are shown in Figure 21 (a), and {b). These curves are from the same
sample areas shown in Figures 9, and 12, The three frequency bands over which
parameters are calculated are also illustrated in this figure, Band 1 contains fre-
quencies between 0,0 and 0.9 cycles/km; band 2 contains frequencies between
1.1 and 2.8 cycles/km; and band 3 contains frequencies between 3.1 and 5.8 cycles/
km,. The feature parameters described previously were obtained for the additional
frequency band (band 3). The parameters calculated for band 3 appeared to provide
approximately the same information with respect to discriminating between the physio=
graphic categories for some of the parameters. In general band 3 did net work as

well as band 2 in separating the categories.,
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2.0 CONCLUSIONS

The evidence presented in this paper estabiishes that optical data processing
of ERTS-1 images can be used very successfully in identifying large-scale ground pat-
terns in Kansas. An important point is that the sample areas that were used in this
investigation are not uniform, That is they do not display merely one dominant
characteristic. Because each sample area is approximately 37 kilometers in diameter,
the terrain may vary substantially within each sample area. Even given this "noise’
associoted with the sample areas, this method works very well to identify the sample
areas in ferms of the original physiographic categories.,

The manual interpretation of the spatial frequency and orientational curves
shown here for one sample area and presented for all the sample areas in Ulaby et al.
(1973), demonstrated that this method of analysis can previde an unbiased means of
evaluating the orientations and natures of stream patterns and other features apparent
in the image.

The band of frequencies between 1.1 and 2.8 cycles/km appears to contain
most of the information useful in discriminating between the various physiographic
categories, The nature of the information contained in frequencies below 1.1 cycles/
km is not apparent with respect to classifying the categories; the nature of the in-
formation in the frequencies from 3.1 to 5.8 cycles/km appears to discriminate be-
tween categories almost as well as the band from 1.1 to 2,8 cycles/km but only for
certain parameters. Sample pattern orientational information is not as useful in dis-
criminating between categories as the spatial frequency information.

Snow cover suppresses patterns due to agriculture and vegetation while
enhancing the topography. Such topograhic enhancement aids manual geologic
interpretation and stream pattern analysis. However, the processing of the sample
areas with snow-cover did not provide any help in terms of identifying the sample
areas. In fact, snow cover seemed to obscure the information useful in discrimina-
ting between categories, It is possible that the snow cover obscured the contribu-
tions due to the high frequency information in the band from 1.2 to 2.8 eycles/km.

It is important fo note here that the method of analysis used in this investi-
gation is very general. The same methods and algorithms could be applied in general
to various other image analysis or categorization problems. The method of analysis

shown here is image independent and could be completely automated.
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APPENDIX A. Optical Processor Equations

The Fourier transfoﬁming property of a simple lens
system was demonstrated in section 2.1. Now we consider
the more general case used in this investigation and il-
lustrated in Figure 5 and again here in Figure A-1, where
a point source at O is imaged by a single positive lens at

a point 0' in a plane at U4.

1 —
o —

Figure A-1l. Configuration Assumed for the Derivation of
Equaticon A-6.

The transparency in this case is placed behind the lens.

We will show here that this general configuration also
demonstrates tne Fourier transforming property and illustrate
the origin of Eguation 1.

The complex distribution in front of the lens in
plane Uy using a paraxial approximation to a spherical wave,
is;

U, (¢ g yd = Aexp(jhdo) expl jE (%] +4.2)) (A-1)

The distribution behind the lens in plane U2 given the
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distribution in U,y is (from egs. 5-2, 5-10, pp. 78-81 in

Goodman) :

U, (%y2) = Aexp(jkdo)exp[j;;; (%2 +,2)]
>< e%p(fkhp)ezpf‘fg%(?ﬁz+fyzz)J (A=2)

=Aexp (Jkda)eﬂp(jk“ b)E’?fP[‘J.'E‘(—-?:L"aLX?{:*'?ZZ)J

where Xy = Xy ¥y = ¥y from the thin lens approximation.

Now let: Aexp(jkdo) exp(jknD) = A'; and use the lens law

—

1, do 'FZ 'F, +‘2‘,

to obtain:

. 2 -
U, (¢, 59,) = A iE"P[“JE%_(XZZ * Y )] (A=3)

This equation represents the complex distribution behind

a lens of focal length f2 illuminated by a normally in-
cident plane wave of amplitude A"'.

At plane U the transparency, represented by a com-

31
plex transmittance function ty o is multiplied by the in-

cident distribution to obtain (Goodman p. 88):

UsCe; »95) = to(ary3) Ade P(EE %3, 50 )

.k 2 z
X expl-jt (x5t +y,2) ] (A-4)
where the distribution is scaled appropriately and the
f f

factor PB{ deB' T y3} represents the area on the image

transparency illuminated due to the projection of the pupil
function of the lens down the cone of light rays onto the
transparency.

If Fresnel diffraction is assumed from the object
to U

plane U then (Goodman p. 60):

3 4
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Uy (7‘?)'34); exp(ikd) e"P[J%E(X?Z 4 )

yrd
X ff U (% ,fyj)expfjfg(*sz*’jsz):’

X expl-) %g (x4 X3+ Yy 3 )]"”‘3 dys (A-5)

Finally, substituting eq. (A-4) into eqg. (A-5):

Uy Oty 5 9y) =.—A-L expl 3k et 497 )]
X[[f (7537’33)13(‘3‘7‘-’3:“"’73)

X exp[-155 (%3 %t +apy)dny dy, (5 g

where a constant phase factor has been dropped.
If the guadratic phase factor is neglected, eg. {A-6)

states that the distribution in plane U, is merely the

4
Fouriler transform of the trasmission function describing
that portion of the transparency illuminated by the pro-=
jected light rays and scaled appropriately. Thus, this
general lens system also demonstrates an inherent Fourier
transforming property. Equation 2 is obtained from eq.
(A-6} by noting that this Fourier transform has a scale
factor associated with it based on the geometry of the
system. That 1is, the transform must be evaluated at fre-
X4 Yyq

quencies f_ = =d ! fy ~ xd , or combining these we obtain

§ = H%f which is equation 2, where s equals the spatial
frequency at a radius r from the optical axis in the

transform plane.
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APPENDIX B. Equipment

Figure B-1l. Optical Processing Equipment.

1. Laser Spectra-Physics Model 134 HelNe
laser. Output power--4mw.
Wavelength--6328 Angstroms.

expander, Output is an Airy pat-

2. Microscope objectivi}—Acts as spatial filter and beam
tern.

3. 25 micron pinhele

4. Lens The lens (focal length = 16.8 cm)
images the point source formed at
3 in the plane at 6. The lens
iris diaphragm is adjusted to pass
the central lobe of the Airy pat-
tern formed at 3.

5. Image holder The image is inserted and moved
in this plane to select the de-
sired sample area.

6,7. DPSU Recognition Systems Incorporated
Diffraction Pattern Sampling Unit
(DPSU). 64 element photodiode
array at 6, (see Figure 6), samples
the diffraction pattern formed in
this plane. The unit at 7 ampli-
fies the cutput from each photo-
diode. Each photodiode can be
switched into the circuit and the
resultant amplitude displayed.



TABLE B-1

Average Radii of Photodetector Annular Rings(see Fig.6)

ring no. r {mils)
1 0.0
2 8.0
3 14.3
4 21.8
S 30.3
6 40.0
7 50.6
8 62.2
9 74.8
10 88.3
11 103.
12 118.
13 135,
14 152.
15 170.
16 189.
17 209,
18 229,
19 251.
20 273.
21 296,
22 321.
23 346,
24 372.
25 398.
26 426.
27 454,
28 484,
29 514.
30 545,
31 577.
32 610,

r = Average radius from center
of detector.

(These are the average dis-
tances from the center of the
detector array for each ele-
ment in thousandths of an inch
as calculated from the manu-
facturers data.)



APPENDIX C. Geology and Physiography of Kansas

( From Ulaby et al.(1973) )}

Konsas lies within the Stable Interior, a large geologic province of North
America occupying most of the region between the Appalachicns ond the Rocky
Mountains. This area hos suffered little in the way of intense tectonic activity
since early Combricn sediments were first deposited approximately 6C0 million years
ogo. The area which is now Kanscs wes the site of shallow seas during a good
portion of this period. The result has been the formation and preservation of
sedimentory formations (sandstones, shales, and limestones) which cover the much
older pre-Cambrion basement rocks. The total thickness of these sedimentary rocks
is nowhere more than 9500°. This sedimentary cover is thin when compared to
sedimentary thicknesses in other ports of the country where sedimentary basins may
be 20 000" to 30,000' deep.

The sedimentary formations in Kansas are relatively thin and exhibit a slight
but persistent westward dip at the surface. The present day strecms and rivers of the
state flow in @ generally eastward direction from the piedmont of the Rocky Mountains
to the Missouri ond Mississippi Rivers. This reflects the uplift ond ecstward tilting
of much of the state which cccurred with the formation of the Rocky Mountains.
Thus the surface elevation of the state increases from the eastern border to the
western boundary renging from less than 800' to more than 4,000'. In traveling
in o westward direclion across the state, one not only gains elevation but crosses
the outcreps of progressively younger sedimentary rocks. Because of the westward
dip of the rock units and the subsequent erosion, they are crranged in « stoirstep
fashion with each upword step representing a younger sedimentary unit.

The litholegic mokeup of a rock unit, its structural attitude and the
weathering forces operating upon it determine the londforms that will form in the
area of its outcrop. Because of the westward dip of s=dimentary rocks in Kanscs,
ond their layer-cake arrangement, much of the surface of the state is charocterized
by a series of eastward facing escarpments or cuestas. These features occur where
a refatively resistont unit (such s a [imestone) crops out. Such a unit tends to
produce a londform hoving a steep eastern foce end gentle western slope. This

gentle back slope often extends across the outerop of an overlying, less resistant unit



(such os o shale) to the base of the escarpmenf formed by the next resistant unit.
These esccrpments are dissected by thé erosive effects of the mony eastward flowing
streams ond as a result have an irregular cppearance on a map or cerial photo. But
on a larger scale they maintain a general north=south orientation which is at right
angles to the prevailing dip direction of the exposed rock units.

Lithologic differences ore responsible for the various physiographic regions
generally recognized in Kansas which are shown in Figure 1. In the eastern port of
the state are the Osage Plains which are made up of a series of ecstword=facing
escarpments formed by outcropsof Pennsylvenian limestones and shales. The Flint
Hills are actually o large escarpment formed by outcrops of a series of chert-bearing
Permian limestones that are very resistent to erosion. The Dukota sandstone outcrops
(Cretaceous) form the Smoky Hills upland in the North Central part of the stofe .
Likewise, the Blue Hills are formed by outcrops of Upper Cretaceous limestones and
chalks. ' ‘

Beyond the Blue Hills lie the High Plains which ore formed by the accumulation
of sediments derived from the erosion of the Rocky Mountains to the west. Numerous
oggrading strecms swept eastward during the Tertiary carrying and depositing sand
and gravel end forming a vest outwesh plain, thet is todcy the present land surfece.

- Even younger deposits occur in the various prairies and lowlends cssociated with the
Arkansas River, Some of these areas are covered with wind blown sand in the form
of dunes, both stabilized and active. In the south-central part of the state are the
Red Hills or Cimcrron brecks merking the border of the High Plains in the vicinity

of the Cimarron River, which together with ifs tributaries eroded into the red Permien
siltstones and shales which underlie the High Plains in that crea. The extreme
northeast corner of the state wos occupied by the Kansan glecier during the
Pliestocene. As a result, the londscape wos resculptured to some extent and the orea

was covered to varying depths by glacial deposits.,

STRUCTURAL GEOCLOGY

The structure of Kansas is subtle for the most part, seldom being dramotically
expressed on the surface. This should be kept in mind when considering remote

sensors os tools in mcpping the geology or structure of Kanses.
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Although faulting ond folding are not intense or widespread in Kansas, joints’
are. According to Billings (1942), "Joints may be defined as divisional plones )
or surfaces that divide rocks ond olong which there has been no visible movement
parollel to the plane or surface”. As Merriom (1963, p. 254) states, "Little work has
been done on jointing in Kanses, although the joints are extensively developed”.
Ward (K.G.S. Bulletin 191, pt. 2) in 1968 did a study of joint patterns in the
Southern Flint Hills cnd he concluded, among other things, that the joint patterns
measured showed o close correlation to regional tilting and may have been produced
ot the time of the tilting. He olso states that, "The present drainoge patterns appear
to be closely related to and may be determined by the joint pattern”, (Ward 1948,
p. 21). He adds, like Merriom before him that "mere work concerning midcontinent
joint systems is justified" (Ward 1968, p. 21).

Stream patterns have long been known by geologists to reflect the underlying
structures, faulting, folding cnd jointing. Such deformation tends to rupture
competent formations creating planes of weokness along which weathering activities
are accelercted and through which streams have a tendency to flow, toking advantage
of the desiructive work aiready done for them. Thus, by studying ropographic parterns
in an area, insight can be goined concerning the geologic struciure.

Many studies have been performed by geologist using cerial photogrephs
as an aid in structural analysis. Kelley (1960) mapped regional fracture systems
for a large area of the Colorado Plateau using cerial photogrephy. Boyer and
McOwen {1964) working in Texas established o relationship between fracture
patterns observed on the ground and lineor features on cerial photographs. Likewise,
in the Appalechian Plateau, Lattmen (1958) estoblished a correlation between
bed rock joint systems and linear features on cerial photographs. These studies
ond many others like them involve the visual detection, measurements, and
evoluation of linear features or lineaments. Such studies are limited by the
interpreter's ability to detect lineaments and muy be handicapped by a bicsed
evaluation of their significant. Spatial frequency analysis moy provide a means
of detecting and meosuring linear features on imagery which would not ordinary be
detected by visual meons. In addition, such analysis would not be guided by any
preordained knowledge of the geologic structure, and the results would be unbicsed.
The small scale of the imogery used in this study negates the detection of cctual
fractures or joints on the ground. However, the loyer linear features associated
with strcom traces and topographic alignments con be detected ond will provide
most of the information concerning geologic structure.,
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LAND USE

Lond-use in Kansos is predominately devoted to ogriculture. However, the
type of agriculture procticed varies across the state, due to climate, soil, landform,
and availability of water. Agricultural land-use con be correlated foirly well with
the physiogrophic regions of Figure 1. The area east of the Flint Hills, nomely the
Osoge Plains end the Glaciated Region, is characterized by mixed farming of the
corn belt type, with generally small fields and pastures and o veriety of crops grown
including corn, soybeans, milo, etc. Hoy is an important crop in some areas of the
southern part of this area and stock ferming is a common proctice. To the west lies
the Flint Hills region with its areas of bluestem prairie, It is predominctely a
renching area specializing in finishing out trensient cattle brought in from western

and southwestern renges. The Blue Hills and Smoky Hills are also large cattle grazing
regions, especially in the rougher areas where cultivation is impractical. In this

same regard the Red Hills region of the south-central part of the state is also an
importont ranching area. Much of the arable area in the western two-thirds of the
stote is devoted to the raising of whect, with the most extensive wheet growing
areas in the level and fertile lowlands associated with the Arkansas River. Much
wheat is also grown on the level uplands of the High Plains and in favorable creas
in the Smoky Hills and Blue Hills. However, dry farming is in common practice
in the western part of Kansas, where rainfall is deficient. Dry farming involves
practices designed to catch and conserve the ovaileble moisture. Toward this end,
dry farming often involves the fallowing of fields for one or two yecrs in order
to build up ¢ ressrve of soil moisture. Thus in any given year in the western pcr1
of the state, a sizeble portion of the cultivcted land will be free of planted creps.
Much of the High Plcins is olso devoted to the grazing of cattle especially the rougher
londs clong streems., The southern High Plains of Kcnsos is an important grain
sorghum growing area,

Irrigation is important in parts of western Kansas. The largest and most
extensive orea of irrigation is centered around Garden City, reaching from Scott
City southward into Meade County and westword along the Arkonsas River. This
area is underlain by o sedimentary basin containing thick deposits of the Tertiary
Ogaliala formation. This formation is largely sand ond gravels derived from the
Rocky Mountain in Tertiary time. Its porous end permeoble noture moke it an excellent

oquifer (water yiclding formotion) and it feeds the many irrigation wells in this
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orea. Several crops are grown here including com, wheat, soybeans, olfalfa, end
sugor beets. Other irrigated oreas in the High Plains regions also rely on the ground
water stored in the Ogollala, The more recent depesits of alluvial material in

the valley of the Arkansos River are also important oquifers. The tell-tale signs

of irrigation on areal photos are the circulor fields produced by pivitol sprinkler
systems. The circular fields ore quite large (1/2 mile in diometer) and are discernible
on ERTS imcgery as well,

The Arkanscs River valley olso contains arecs of sand hills. In most of these
areas, the sond hills or dunes are stabilized ond covered by natural vegetation.
Some areas are active however with dunes in formation and smaller orecs of wind
erosion called blowouts. Because of the rolling topography of these sand hill

tracts, many are uncultivated and used os grazing ereas. _
On an area basis, non-agricultural land use is, of course, secondary in

Konsas. The remaining land area is largely tied up in cities and towns, reservoirs
end their surrounding menogement arecs, military installations, wildlife refuges
and mining crecs. These land uses are largely self-explenatory. However, land
use related to mining activity requires further elaboration.

Among the minerals and rocks mined in the state are ieﬁ:d, zinc, cool
gypsum, salt, volcanic osh, limestone, sand, gravel, and cloy. In addition, the
state is on important oil and ges producer. Of these octivities; salt, lead, and
zinc mining is performed under ground. Most of the other products are mined by
quorrying operatiors that are generally smoll in areal extent. The exception is
the procurement of coal which is done by strip mining. Large arecs in southeast
Kansas bear the effects of strip mining in the form of long perallel mounds of dirt
ond rock which represent the overburden removed to reach the underlying coal
seam. Lakes occupy many of these abandoned strip pits teday and are uvsed es o
recreational resource in the area. The reclamation of strip mined land is an
important issue in Kansas where the practice is in use and being expanded to new

areos.,

GEOLOGIC PATTERNS ON ERTS IMAGERY

In satellite imagery of an crea such as Kansos with low relief, subtle
geologic structure and extensive land-use, the geologic ground pottern that is

most opparent is that caused by strcam petterns, Pattern ond frequency of streams
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are important indicators of the rock—type vpon which they are developed. In
oddition, they ore strongly influenced by geologic structure. Spatial frequency
analysis of ERTS imagery lends itself to the study of drainage patterns by detecting
those patterns which display a preferred orientation or spacing. Curves that result
from such onalysis may contain "signatures” that ore attributoble to basic geologic
porometers. In addition, insight may be gained concerning structural trends by
detecting stream orientations thot may be influenced by joints ond other structures.
Such insight would be useful since little knowledge is available concerning joint

frends in Kensas and their significance.
Use of spatial frequency analysis in the study of stream patterns should be

guided by a knowledge of the manner in which stream patterns are expressed on ERTS
imogery and how this expression varies from place to place in the state as a result
of changing rock-type, landuse, climate and natural veyetation.

In Kansas, stream courses are generally expressed on ERTS imagery in four
different ways:

1. Riporian Vegetation

In the eastern half of the state ore many stream valleys that support denser
and higher stands of vegetation than do the surrounding uplands. Cottonwoods,
willows and other trees and shrubs which require large amounts of water thrive near
streams that are perennial or contain water during much of the year. Such streams
are relatively easy to identify on ERTS~1 images with the MSS5 band giving the best
expression. On this band, riparian vegetation generally eppears much darker than
surrounding fields and grosslands. In the western half of the state the increased
dryness restricts this type of vegetation to only the major perennial streams such
as the Arkansas River ond the lower Smoky Hill,

2, Pure Tepogrephic Enhancement

Several areas in the stote are largely uncultivated. For the most part,
these are ranching arecs that are covered with both naturel onc introduced grasses.
Trees ond shrubs ore generally lacking even along streams in many of these areos.
The absence of distractive patterns caused by fields and gross vegetation differences
permit the enhancement of topography by differential illumination of slopes of
vorying orientation. This expression can be found on images covering the Kansas
Flint Hills, as well os the Red Hills, Smoky Hills and dissected regions odjocent

to larger streoms in the High Plains.
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Topogrophic Enhancement of drcinogé patterns has a much broader cpplication
in the winter ot times of deep snow cover. The snow has the effect of giving the
landscape more uniform reflecting properties by masking over areas of different
crop and vegetation type. As a result, slope orientation becomes more critical
in determining the amount of sunlight reflected to the ERTS-sersors. The lower
sun ongle in the winter serves to further enhance the topogrophy. Thus an area
in which stream patterns cre not normally discernible may display them fully when
snow-covered.

3. Lond-Use

Differing lond-use between stream valleys and uplands can often accentate
stream patterns. This can come cbout in @ number of ways. One involves bottom
land cultivetion in an area of upland grazing end occurs in essociotion with the
major streams in the Flint Hills and other hilly areas, where the level fertile flood
plains offer the most desirable farming areos.

Another method by which land-use reflects stream pcffe'rns occurs in the
western pert of the stote and is the opposite of the previously mentioned method.
It is best displayed in the High Plains and dissected High Plains area where stream
vaileys are often rough end lack flood pleins, In this cese the level upland creas
offer the most ideal conditions for cultivation. The valleys which are uvsually teco
rough or rocky for farming are used as posture. '

4, Direct Stream Expression

In some situations, the octual stream beds car be delineated on ERTS imagery.
This occurs in two ways. In the eastern portion of the stote the larger streams
usually contain woter throughout the yeor and can often be discerned on the M35 6
ond MSS 7 bands of ERTS imagery due to the fow retum of infrared energy from
water bodies. Thus the lerger streams are often dark in comparison to the surrounding
countrysides.

In a different manner, cctuol streom beds in the western and south~central
part of the state cre also expressed on ERTS imogery. In this situation, it is the dry
stream beds which give o distinctive appearance. These dry streams are choked with
sand, which highly reflects energy in the visible region ond produces a bright
oppearance on MSS 4 and MSS 5 imoges which contrast well with the less bright

appearance of surrounding fields and vegetation.
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APPENDIX D. Fortran IV Programs

This appendix contains a listing of the Fortran IV

programs used in the analysis of the data obtained from

the optical processing systemn. The programs are labelled

and arranged in the following order:

Program:

1.

DPSU DATA CALIBRATION PROGRAM

calibrates and normalizes the data obtained from the
DPSU. Prints, punches, and plots the resultant data.
DPSU DATA ANALYSIS-—PARAMETERS/WEDGE CURVES

Uses wedge data from program 1 to obtain parameters

which describe features in the wedge data curve. Cal-
culates these parameters for 4 sectors: wedges (1-8),
(9-16), {(17-24), (25-32). Prints and punches resultant
data.

DPSU DATA ANALYSIS--SPATIAL FREQUENCY CURVES MODIFIED
Calculates a modified spatial frequency curve by

dividing each frequency curve obtained from program

1 (point-by-point) by average frequency curve. Prints
punches, and plots resultant data.

DPSU DATAANALYSIS--PARAMETERS/SPATIAL FREQUENCY CURVES
Uses modified spatial frequency curve data obtained

from program 3 to calculate parameters which describe
features in freqguency curve. Calculates these parameters
for two frequency bands. Prints and punches the resultan

data.
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1%

5 CPSL DATA CALIBRATICN PRCOGRAM ( 05/25/73 )
"
c
G PROGRAM -
c - INPUT=-=0(I,J) (DATA FROM OPSU) ) T *‘
C -=Ns (TOTAL NC. CF CATA SETS} . :
C N1s{NO. OF FIRST DATA SET) o '
T T OUTPUT--CALIBRATEG RING,WEGGE DATAS-PRINTED,PUNCHED, —
c PLOTTED ' ' :
c ,
/= LaBELS - B
c : L= NO. OF OATA SET
C A= RING AREAS ( 32 VALUES ) '
c7 F= CALIBRATION FACTORS "{ 327 VAUUES J==(AREAZSENSITIVIIY T~
c CORRECTION FOR WEDCES ) C
[ .
e e e e , “ :
: OIMENSION D(70+54) 2B(64,70) 4CNI(HG) ,0L(€4),01P(33),02P(33),X(33),
_ 18(32),F(32)401(64),0T(604),KKI200),LL (11)
7 7C 77T ®®DIMENSICNS FOR Oy Hy SET HERE FOR 70 OATA SEfSes —— — === ———
DATA 5/3508'990892020 93‘4“. !5'480!707.11[‘530’1‘!‘-‘0.’1920-’2510-,31500
1,3910.,u??n.,5?3u..655@..8060.,9390.,19900.,12u00.,1u200..15100..1_
o 28100442020 0492250049251004+275004930500.933500.,38700% 4055034337
3D.246400.7, _ ) .
4F /7 1405241007041404341405851¢06191406491,06b,31.054,1.043,1.0
”545;1:037,1.017;1.005;1:00&,1.01&.1.01?;i;nua}I:ﬁoé]i:ﬂﬁﬁ?f?ﬁ&f¥i?§f
£2541403151403791403491.03451.040+1,03451,024,1,037,1.040,1.037,1.0
7377 : ‘ ‘ :
¢ _ e -
READ(S4100)NyN1
C . .
C *FREAD DATA USING FREE FORMAT SUBROUTINE*w
C '

CaLL FFMT (5,8)




SS

QOO

OO0

D0 1 J=1464
56 1 I=1,N
P 901440220 4sl)

3C 40 X=1,11%

40 LL(K)=K | |
" DO 4 K=1,23 P

4 X(K)=K ’

00 2 I=1sN

**QING DATA COMPUTATION®®

S 01=D (1,10 /ALY T
00 3 J=t432
DNLJI=C(TI 4J) 7 (DL*A(J)}

DTLJY=DN(JY*10 ¥ = "7 T
DL(J)=ALOG10 (DT () )/10,
3 CONTINUE,

T W EDCE DATA COMPUTATION®*

02=0(I,33)*F (1)

DO 2¢ J=233,64
DICUI=C(I,4J)*F(J=32) ,
IFIDICJ).GT.02)02=010J)

29 CCNTINUE B
: D0 50 J=23,64
50 ON(J)=DI(J)/C2

VALUES FOR PLCTS 'PUT INTO D1P , DZP.

—_ e e LR (320 T e e S

02P(3232)=0.4
e 7 J=1,232

TR P =LY T e e T



Q¢

02P(JI=0N (J+32)

L=I+N1-1
Kby =L

$EPUNCH,

CWRITE (43,102)

WRITE{L3,102)

CWRITE(434102)

WRITE (43,102)
WRITE (43,102}

WRITE(43,102)

HRITE{(42,102)
WRITE(L2,102)
WRITEZ (L42,102)
WRITE(43,102)
WRITE (43,112}

PRIKT:

PLOT,

KK LYy (ONGJY, d=
KKIL)Y s (ONTA)Y 2 d=
KK{L)Y s {CNUJ) g J=
KK LYy (CN(J) yd=

KK LY s (ONCIY 4 d

KK (LY 3 (CM(J) 4 d=
KEK(LYS{ON{J) yJd=

KKIL Yy (CNUUS) yJ=
KEKILY LENC(UY o d=
KKILY « {CN{J)Y s d=

WRITE{(G,113KKL{LY

WRITE
WRITE
WRITE(6,104)

{(6,114)

CWRITE(6,4105)

100

102
104

"WRITE

101

WRITE

"HWRITE(6,115)

WRITE{(6.+116)

caLL PLTE(2,XsDin3§1X-D2Ps33)

WRITE{E,107)
WKITE (6,103)
WRITE(6,110)

CONTINUE

(6,111)

[6,151)(0(;;J);J?196h}

FORMAT(1X414,15)

FORMATY
FCRMAT

{(6X,8F8.3)
(1 %,I3+2Xa0ELL. QvﬁXvIE’
FORMATIIHD,5%,49HR=NORMALIZEL RING

CALTBRﬂTFD DATA =¥

1461 4LL (1)
7412) 5LL(2)

12,18),LL €3V 77

194240 4LL L4)

=25'30);LL(5{
31436) 4 LLLEY

374420 4LLLT)
L3suB)LLIB)
Le,54)LLIS)

554RC)sLL (10)
KK (LY 9 (CON(J) 3 J=61,64) ,LLC11)

(69105)((J10N(J)!0L(J)9J DN(J+32’),J 1 32)

VALUE,

"W=NORMALIZED WEDGE VALUE



A%

113
105 FORMAT (3X,*RING NOo® 97Xy *RY 4 HY " ALCCIC (RK) /104" 96Xy *WENGF NCao®yBX
1,"W*})
106 FORMAT (BXsI245XeE11ats5XyF10.b 10X 0T2+5X,F1044)
107 FORMAT(11X, i e D e B e e el T Ky SO N S Rt e
1+---1--+-+--—+--+-—1--+-—+--+-+—-1--+-—+')
108 FORMAT(iax.'e',sx,-u',sx,-a',ux,'s°.ux.'1a',qx,'12'.qx,°1u-.3x,'16
1‘.qx,'18',qx.'zﬁ',3x,*22'.ux.'2u'.ux,'ze'.ux.'za'.3x,'3s';ﬁx;'3211“
116 FORHAT (1'4)("..'31[]’:1'..' !12X| -co. 912X| -.- 'QISXO 'CO.|12x1. L] "
112%X4%as®)
TTTTTTTT141 FORMAT (* wEDGEs(X);'.3x;'15';10x;-35'gizx;'50'?12xtfﬁafif?it““““”
1°110°911X4"135'411X,*160°,5X,* (DEGREES) *) : .
112 FORMATILIX ) I342X44E41.by28X,12) o
T 113 FORMAT ("1, "DATA SET NG, .1X;I3)0 T -
114 FORMAT (* RAW DATA=") : )
115 FORMAT (*QCOLUMNS R AND W ARE PUNCHED. CCLUMNS ALOGLO(RKIZ10. AND -
"7 AW ARE PLOTTED VST LINES/MIL T ANC DEGREES, RESPECTIVELY, ")
116 FORMAT (* WHERE K=10,%%*10.%) ' '
STOP
TUTENDTT
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(NOTE=-- REGION 1=(u1-W8),RETIIN 23(W9-W16]),
CREGION 4= (uw23-W32yY _ . .

S (B

c

DISY DATA AMALYSIS -- PARAUETERS/WED

PROGRAH

[HPUT == DU(N), CALTARATEDN, NORMALIZED,
QUTPYT =~ H1=43,H9=Ad16,17-H24, W25-U32, OVFRALL e

1) AVFRA&F {NAY)

2) RHS DEVIATION FROY AVERAGE (RMSD)

3) AREA

ik CURVES

RING AND WEDGE DATA

(%) ABOYE/HELOW AVE)--(+)AREAS (AREA)Y, (=) AREA= (AHAN)
4) DATA PQOLITS AYOVE AVE) (PAKS)
5) NUMBER DF ‘PEAK3' 1 REGION

LR R RS R R R R R BTN R

DIMENSTIN DH(A4, 80)DIFF(32, #0),KK(80)

(PEAKS)

REGION 3=(W17-W24)},

,DAV( 80),DAVL( 80),

1DAV2( 300, DAV3( 80),DAV4C B310)AREAL{ 80),AREAL{ B80),AREAZ( BQ),

2AREA3( 80), AREA4.(_B80):ARAIIL( 8u),ARANZ(.

IPAKSC B0),PAKLC 80),PAKZ2{ 81),PAK3(

B0, ARAN3( BQ),ARANAL 80),

80),PAK4( BO).RMSU( 801},

4RMSDLC 80)»RMSH2C B0Y,RHUSDI( 40),RISDAC 80)
o e emeo— SPEAK2 (80) , PEAK3 (300, PEAKA (81

DATA MO /80/

i
aaa

100

DO 309 I = 1,0

READ.DATA ... .. . . . . .

READ(5,100) (DN(N,I)sN=1,60)
FORMAT(6X, 6E1L.4)
READ(5,113) CKK(T), (DN(N, 13,7=61,64)

+AL(BD)Y.PEAKL(8BD),




»
c
C
c

113 FORMATOLX, 13,24, 4EL11.4)

R S R R R R A} RN )

DATA AVERAGE CALCULATIUN

SUMi=0.00
SUM2=0,00
SUM3=01, 00 I -
SUM4=0.00
DO 21 N=33,40

21 SUML=SUML + DM(N,IY -
DO 22 N=41.,48 '

22 SUM2=zSUM2 + DMN(n, 1)

o DO 23 N=4956.

23 SUM3=SUA3 + DM(N, T
DO 24 N=B7:64

24 SUM4=SUM4 + DNy, 1) e
SUM=SUML + SuUM2 + SUMI + 3U+4
DAV(I) = SUM/32.0 '
DAVIC(I)Y = SUmM1/8,00 . .

e DAVZ2CTY = SUM2/8,00

DAV3(I) = SUn3/8.00 -
DAVA(]) = Sid4/8,00

Lo BRERRBLaBGER Ry T e

DATA AREA/Z/DATA PEAK CALCULATION
AREAtI) = 0-00
AREAL(I) = 9,00
o AREA2 (1) = 0,00 §

AREAZCIY = 0.D0 : ‘
AREA4(I1) = 0.00 A
ARANL(I)Y = 0,00 ..
ARAN2(IY = 0,00
ARANI(IY = 0,00
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ATTAMG ()
THRS = })
PAKL (T
PAKZ2(]
PAK3(?

I

(

= n

oo oo

18- - -

W un n x>z

PEAK]
PEAKY(
PEAKS(
e e PEAK A
C
c
e e _—__._SUMSQ = 0,09
DO 30 W = 33,40
DIFF = [ON(N.T1)
SA0IF = DIFF =

- SUMSO = SUNSQ +

LI I R - B co i i o P

)
}
)
)
1)
I}
I
[)

H n

- DAVI(L)
niFF
RMI

IFCDN(NLT).GT,THRS)Y  PAKL (1) = PAK1(I) + 1.0

——— . DIFFUN,T) = DS

sl ) - DAVH( 1 )

IF(DIFF(N, 1)) 31,32,32
31 ARAN1 (1) = ARAML(I) = DIFF(N,I)

——— . DIFF(N,TI)Y = 9.0
32 AREA1(1) = AREA
Y = DM(NLIY

IF(N,EQ.33) v2

IF(N.EQ.64) GO
e YL@ DNCNELS 1)
' .60 Ta 37
‘ ' 35 Y1 = y2

37 IFLLYLGT, Y1) AN
30 CONTIRUE
SUMAV = SUNSQ /
RMSD1(1) = SQRT

—_

Y2 = DN(N=-1,1)

- 8.00

0. - e e e e

£C1) + DIFFCL Y

< pigien D T
70 3%

D.(Y,.GT,v2)) PEAKL(I) = REAKL(I) = l.n’

(SUITAV)
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SUMSG = 5,00 ,

DO 40 {1 = 41,409 ;

DIFF = DHENLTY = NDAY2(T])
SADIF = DIFF w IFF
SUMSQ = SUHSG + 30D1F

IFCDNAN, 1)L GT.THRS)  PAK2 (1) = PaK2(Llj + 1.0

DIFFCM, I = plGi, 1Y = DAVLD)
IF(DIFF(N, 1)) 42,43,43 _
e 42 _ARANZ2 (1) = AHAH2(L3.fMUIFF(NQLiﬂ

DIFF(H, 1Y = 0.00 :
43 AREA2(I) = AREAZ(I) + DIFFCY), 1) -
Y = DHEN, D) N ~

Yo = DHEMN=-1,1)
IF(N.EQ.33) v2 = DH(N+1,1)

it e = - VAN GEQL54) GO TD 45
Yl = DHy(N+1,1) -
GO T 47
e 45 Y1 = ¥2

47 IFC(Y.GT.YL) . AND,(Y.GT,Y2)) PEAK2(1) = PEAK2(I) + 1.0

40 CONTIMUE
. SUMAV = SUMSQ./.8.00 oo . _

RMSD2(1) = SOQRT(3UMAV)
c '
e SUMSO = 0,00 .

DO S50 N = 49,56
DIFF = DN(Ns1Y ~ DAVI(I)
SQbIF DIFF » 0I1FF
, SUMSQ SUMSG + saNIF o .
’ . IF(DN(N,1).GT,THRS) PAK3 (1) = PAK3(I) + 1.0
e DIFFANG LY = DNCNL, Y = DAVCLY

[ )

IF(DIFF(N, 1)) 52,53,53 ‘
52 ARANI (1) = ARAIISC(I)Y) = DIFF(N, D)
L DIFF(N, Ty =

0009 : C e —
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53 AREAZCLY = AnTASCL) + lFFCL, )
Y o= DN, I
Y2 = Difii-L.1) _
[FEN.EQ.33) Y2 = DICH+L, 1)
IF(N,EU,64) GO Ty 55

¥yl = DH{r+1,11} : B - O
GO Tl'} 5? ’

, 55 yi = Y2 '

e .. .87 1FC(Y.GT.YL)Y.ANY,(Y,GT, ¥2)} PFAKSEIl 2 PEAK3(I) + 1.0

.50 CONTINUE

SUMAV = SUHSW /7 8.00
RMSD3(1) = SQRT(SUMAV) : .
IS oSN e

SUMSQ = p,00
DO 60 o =.57,64

e e CDIFF = DMINL1) = DAVALLY.
SADIF = DIFF = DIFF
SUMSH = SUMS4 + sadIfF

U IF(DMN,IYLGT.LTHRSY _PAK4 (1) = _PAK4(IY ¢+ 1,0
DIFFCN,TY = DOGI,IY = DAVCDY : .
IF (DIFF¢N-T1)Y) 62,6363

&7 ARANA (1) = ARAN4t1) = DIFF¢N, 1D L
DIFFIN, 1) g.00 - _
63 AREAAC]) = AREA4(I) + DIFFCL D)
=T DMOMNLTY o e e e e

—— XY

Y2 = DH(N-1,1) N
IFIN.FQ.33) ¥2 = DI(N+1, I) .
IF(N.EQ.64) _GO.TO 65 ..

Yi = DN{N+1,1)
GO TO &7
e . 65 Y1 = Y2

67 IF((Y.GT.YL1).AHD,(Y,.GT, Yz)} PEAK4(I) = PEAKA(I) # 1.0
60 CONTINUE
o . . .SUMAY = SUMSQ / 8.00 . oo

RMSDA4{1) = SQRT(SUYNAV)
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AREACT )Y = AREAL(L) + AREAP(IY + AREASCI) + AREA4(!)
PAKS(TY = PARLCY1)Y + PAK2(1) + PAX3I(1) + PAK4(])
sUMSY = 0,017 '

- D033 N = 33,64 o , AR
SQDIF = DIFF{H. 1) o DIFF(I:I)

SUMSQ = SUHSy + SQDIF _
.- . 39 CONTIMUE : L e

SUMAV = SUMSQ/32.0
RMSD(1)Y = SART{(SUHAV)
— ... .309 CONTINUE i

C BRRBOE IO OBRELDER D
c

- . - WRITE(A,101)

WRITE(6,102) (KK(I)»DAV(I),DAVL(I),DAV2({1)»DAV3(1),DAVA(1),
1131, N0)
o TWRITE(6,103) . . o

WRITE(6,104) (KK(1)sAREACI ), AREAL(1),AREA2(I), AREA3(1),AREAG(]),
: 11=1,N0) ‘
. WRITE(6,105) o e

WRITEL(G, 106)(KK(I)-ARAleIJ-ARANZ(I!;ARANS{I)’ARAN4(1!-l 1:N0)
HRITE(6,107)

— e leTE(ﬁ.iﬂB)”(KK(I).PAKS(IJ;PAKitl)-PAKZ(IlLPAK3(IJLEAK&JJJJ___“__;___

e LIELLMD

WRITE(6,109)
WRITE(6, 110)(KK(I)oRHSD(I),RH°D1(I):RMSDE(I) RMSD3(I) RMSDa(ly,
e L TELOMOQY

WRITE(6,121) _
-WRITE(6,123) (KK(IY, PEAK1{1},PEAKZ(])},PEAK3(1),PEAKA(]),
S & S PRt ) e :

c .
WRITE(43,401) (KK(I)»DAVCI),DAVECIY,DAV2¢1),DAVIC(IY,DAV4LL),
_ 1RMSDCI) ,RHSDL (1), RNUSD2¢I1),RYSDICII,RHSN4¢I)» I=1,ND)

401 FORMAT(15,10F7.3) ‘
WRITF(43,402) (KXK(I)»AREACT), ARFALCT ) AREAZ(I Y& AREAZ(1)»AREA4(]),
e LARANZCT) ,ARAN2UT Y, ARANZ(I) L ARANACT Y [ NU)




402 FORAAT(15,9F7,3) A
WRITEC(43,4u2) (K01 PAKSC1), PAKL(L),PAK2( 1), PAKI(]),PAK4(]),
. -1 PEAKl(I)."EAK?(I)LPEAhS(I!-PEAK4(l)ol=1 NOY
c

101 FURHAT('i'aIDX.'\VE'-l?X.'AVEl'ulix,'AVFﬁ'n11X"AVE3'-11X YAVE4 ')
. ... .. 102 FU?HAT('O"IurF11-3 F15,3,F15,3,F15. S,F15.3)
103 FORMAT(*1r, 1uX, YARDCA TOTAL ' 5%, "AREA 1',9Xs PAREA 21,9X
1,"AREA 3',9%X, 'AREA 4")
e 104 FORMAT (04 13,F11,3,F15,3,F15,3,F15.3,F15,3)

105 FORMAT('17, 25X, t(=)AREA 11,6X, ' (~YAREA 2'46X, ' {~)AREA 316X,
11 (-)IAREA 4%) o :

. 106 FORMAT ('0',13,11X/F15, 3 F15.3:F15,3,F15.3)

107 FORMAT('1',1ux.tPAkS'.luX,'PAKi'.inx 'PAKE'a10X.'PAK3'.1Ux.
1'PAK4T)

——e =108 FORMAT(*0',13iF11.3,F15.3,F15,.3,F15.3,F15,3)

N 109 FORMAT(Y11,10%, 'RMS? 12X, 'RIS 1',10X, 'RHS 2',10X, 'RMS 31,10X,
1'RHS 4°) .
o 110 FORMAT('Q1,13,F11,3,F15,3,F15,3,F15.3,F15.5)

121 FORMAT('1v,25X, 'PEAKLY,10Xx 'PEAK2 ') 10X, 'PEAKS1 410X,
1'PEAK4")

mﬁm___m-lzs FORMAT('0',13,11x -, F15.,3, F15 3 F15 3sF15.8).
c BRIDDD LD BBYG LT :
C nd#ﬂ:ﬂﬂ#u#uﬁ*#bﬂ%d}ﬂ-
AR E-E-E-X-2-F-X-X-F ¥ 5 W W N

C . G'ﬂ*ﬂﬁ#i}““ﬂﬂﬂ'ﬂﬁ“ﬂ‘%%ﬂ
c PR R N YA A A
C. cEEGbBLBOROB BB RBBE

STOP
END



(o

[N R SRl o N i ol ol o3 e SNE 9N o N i o B o el ob

PROGRAM
1)
2}
LABELS
b1
TH

LN

AVE = AVERAGE DATA SET OGTAINED FROM ALi SETS o
= LALIBRATEU » NORMALIZEL , CORREUTED 4 DATA FROM OPSU

ANPUT == 0N

UPSL OATA AHALYSiS~= SPATLAL FREQUENCY CURVES~MOJLIFIEU

OBTALINS PLL = U1/AVE 5+ PL2 = UisTH :
P.OTS PL1

CALIBRATED , NORMALLZED OATA FROM DPSU
CALLBRATED » NORMALIZED , CORRECTED LATA FROM DPSU
(NO LMAGE INPUT)

DUMENSLON DN(BG) 401(8U,32),  PLL(33) \PL2(32) s TH(32),

LAVE(33) ySUML(32) 4KKI148) +X(33) 4LLU3) 4 AVED(33)

____QATA TH,s
18.77E-

S

OUTPUT == PL1,PL2,PL1 PLOTTED

m_L-Uqﬂzﬂ3313§E:21QyZDEf31}-73E:§J__“__

23-82E'5!2¢2?Ef5!1OQEE'Egi-DlE“Eg?-EUE‘B,?-05E‘6q1.0“£‘5|2n39£'51
mmJZ.iéE-;,;,?DEfS,l,31E-5,9.?1E-6,6.DbEfB,B-QZE?B,Q.SZE-6,3.21E-b’w
42 eZGE=H91s71lE~Es1.25E-048482E~T40a2BE“735e01E~7 944 0LE-743.45E=7,

52-97&'
UATA NO/ZW/.

OO0

722 eBBE-74+2.51E-7/

INITIALIZE SUML (N)

GO 301 N = 1,32

301 SUMLIN) = d.0¢

_..B0 910 1 = 14NO
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¥ ¥ RUCAu LATL ®+

[

REAL(Sy1du) (uN{N) 4N = 1yl
lul FORMATI(EX sBEL11.4) '
REAL(5,313) KK{I)4 (DN(N)yH = 61,64}
113 FORMATILIX1342Xy0E11,4)

*¥ LQMPUTE OATA SET AVERAGE *%

[l e

DO 201 N = 1,32
o BLULGNE = ONNE

201 SUMLIN) = SUMLI(N) + U1(isN)
910 CONTLNUE o
U0 BUL N = 1,32

AVE(N) = SUML(N)/FLOAT(HO)
AVEM = AVE(N)*10.%%10
. . ___AVEUIN) = ALOGLULAVEM)Z1G.0
801 CONTINUE o -
AVEU (33) = AVED(32)
WRITE (bs504) .
. bJu4 FORMAT(*1*,"CATA AVERAGE*) _

WRITE(645503) (N AVE(N) oy AYED(N) ) 4N=14320
503 FORMAT(® *,6Xy1i3+9XsE114sE11,4)

o ' % LOMPUTE PLl, PL2 #%

_.D0.904 [ = 1,NO
00 310 W = 1432
PLLIAN) = D1{i,N)/AVE(N)
PL2IN} = G1(14NI/THIN)

6o

310 CONTINUE
PL1(33) = PL1(32}

¢ PRINT

Cy O

ss PLOT ,4 PUNGH ¥+

WRITE(E,701) KK{I) .




A

fut

591

S5LE

3ol

7o

FURMATC( 13 *UATA SET NO.*+1X413)
WKITE (G 5yu1)

FORMAT( Q" yBX s N 3 LUX " PL1® 410X, 'PL2")
WRITE(5,502) LINyPLLINIJPL2INIY 4N = 1,32)
FORMAT(® "4bXy1390XeF743+5X4F7.2)

DO 300 K = 1433

X{K) = K o

UALL PLT2(LyXsPl1,33,X,PL1,33)
WRITE(B,107)

WRITE (64108)
00 75 K = 143
LLIK) = K e
WRITE (43,800 KK(I), (PLL(N) 3N
WRITE (435801 KK(I) 3 (PLLINI N =13,24},L0L(2)

84
82
901

WRITE‘Eﬁvﬁai.KKEI!;‘PL1(N’;N_i2513?)1kkﬂ§l

14123 sLi (1)

FORMATIIX 413,41 X+12F6.342X911}
FORMAT(LX,L341X08F6.34+20X,111)
GONTINUE

GALL PLTZ{19XsAVED 333 ,X4AVEL,33)
WRITE (6,137 )

WRITE(6,108)

iu7

148

it ==l mwt-tmrtomtpon] s mctmcbmdmn] mrt =t ")

FURMAT(11Xy " eetvmtmctmepmn|mnt—mdm +--+--1--+-—+--+--+~1--+-—+——+-4

) FORMAT (10Xy 2% 90Xy 84" 95Xy 0" ot Xy "8 34X s 15" slX 9 12° y4Xs 14" 43X,"16
1% 44X, "18% ,4X,"20" 23Xy "22%4,4X," 24'94X1'26'94X9'28'13Xo‘35'gth'BZ }

sTOP
END
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C D95 DATA ATALYSIS ~= PAKANETERS/SPATIAL FREQUENCY CURVES
C
C
. C . S
C PROGRANM = =e-—ea MODIFIE
o [WPUT== DATA(:)DATA FRO NUNDIFIED SPATLIAL FREQUENCY CURVES
. C -~ KK(1),DATA SET 1), ' e
C QUTPUT~- R1-21,R22-R32, OVERALL
C 1) AVERAGE (DAV) o
CCe 2) Ritg DEyIATION FRO4 AVERAGE . (RMSD)
C ' 31 AREA
C () ApuyL/BELOW AVE, -—(+)ARFA—(AHFA)r(-)AREA (ARAN)
c.. (»5) AQQVE/BELGOH 1.0 ~—(+)AREA (DARA) (- )YAREA=S(DARAN)
c DYHAMIC RANGE--{DYNR)
i 3} SLOPE aF QURVE(A22-R32)--(SLOPE)
o S
c (NOTE~- REGION 1 = (Ri—ﬂzli. REGIAN 2 = (R22-R32))
c .
- B . e e e
DIMENS TN - DATA(SJ) KK(Sg).UAVté?).HAV1(32) DAV2(52).DIFF(3&).
1ARANL(32), ARAN2(32)  AREALDZ2), AR EA1(32)-AREAZ2(32),01FF1(32),
e . PDARANT(32),DARAND(32), DARAi(SZJ;DARA2(321;UARA(32).DYanldalL_;___;
DYNR“(3°).DYNR(53)pRHSn(3°)aRthl(d2).RMbDH(JEJnSLOPE(SdJ.X(Ii)-
4Y<113 A1(32) ‘
e DATA HD/32/ o . L i
D0 960 I = 1.,HO
c .
et O _ww READ DATA ew . —— .
C

e G

READ(5,701) (DNATA(!1}sN=1,24)

-70L. FORMAT(5X,12F6.3) _

READ(S,703) KK([), (DATA(N) = 25132}
703 FORMAT(1Xx,I3,1X,4F6.,3)




69

C s DATL AVERAGE se

C

SUMYL = 0,0
SUME = n,u
SUM = 4,0
AREALC(IY = 0,0¢ B _ o
AREAZ(]) = 0,00
ARANIC(I)Y = 0,00

B ARANZ2(¢IY = 0,00 _ o
DARAL(IY = 0,00
DARAZ(I) = 0,00

L DARANLC(TY £ 0Q,0p

DARANZ (1) = 0.00
DO 21 N=1,21
21 SUML = SUML » DaTA(MY

DO 22 N =22,37
22 SUM2 = SUMZ2 + aTA(N)
SUM = SUML + SUnz-
e e . .. DAVHI) = oSUM/32,90

DAVI(]) = 5ilM1/21.0
DAVZ2(I) = SUM2/11,0
Y oS e e
c #a2REGI0Y 1 (R1- Hzl)--ARr:A OF CURVE, RMS ,DYNR
o C
e e HIL = DATACLY o L . R
XLO1 = DATAC1) - :

SUMSEL = 0.00
e DD 31 N=1,21 e e

DIFFE = DATA(H) - DAVL(1}
SQDIF = NIFFE « DIFFE
o e SUMSGY = SUMSQ1. 4 SQDIF.

DIFFEN) = DATA(H) - DAV(I)
IF(DIFF(N)) 32,33,33 | '
32_ARANI(I) = ARANL(L) = DIFFLMY.. .~ _

DIFF(N) = 0.0
33 AREA1(1)Y = AREA{1(I) + DIFF( DN



174

oo

46

55
36

31

4%

HI2 = DATA(22).

DIFFL D

DIFFL(HD

DIFFL(1Y = OaTAC) = 1.00
IFIDITFLO )Y 35,562306 ‘
DARANLIC(IY) = DARANLCOI) -~ DIFFL(MN)
DIFF LI
DARALI (1}

DARALCT) + DIFFLC(H)

IF(DATA(NY,GT 11 HIL = DATA(HY
[F(DATACN) . LT.XLOLIXLD1 = DATA(N)
CONTINUE :

DYNRL1CI) = W14 - XLOY .. .

0.2 - : : U

SUMAY = SUMS01/21.90 , .
RMSD1(1) = SQRT(SUITAV) ' )

/

aeRES1IN 2 (R22-R32)~- AREA OF CURVE,RMS,UYNRes

XL0O2 = DATA(22)
SUMSQO? = 0.00
Do 41 it = 22,32

-~

DIFFE DATA(N)’;iﬁAVéfif_m“-
sanif DIFFE » DIFFE .
SUMSQ2 = SUMSN2 . 5QDIF. ...

DIFS(H) = DATAC(N) - DAV(ID)
IF(DIFF(NY) 42,43,43

ARANZ(IY = ARAMD (LY = DIFFLYY
DIFF¢NY = 0,0

AREA2( 1) AREAZ (LY + DIFF{))
DATA(CHY .= 1.00 . .-

IFCDIFFL(MY) 45,46,46
DARANZ2(T) = DARANZ(T)Y -~ DIFFL(N)
0.n0 . e e

DARAZ (1) *+ DIFFL(H)

DARAZ(TI)
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TFADATAGHD) LATHT2)y D2 = JATAGH
IFADATACH) LT XLu2)XL32 = DATACN)

M oz i - 21 ,
Y{M)Y = DATA(H)

41 CONTIMUE
DYNR2(L)Y = HI? - XL22
SUMAY = SUMS92 £11.0
RMSD2(1) = SQRT{SUNAV)

aoa

DARALCI) + DARAZ(I)
AREAL(I) + AREA2(I1) __ .
U-O'n "

DARACT)
_AREACTD)
SUMSH
SUMSQ SUMSQ1 + SUMSa2
SUMAY suMses3z. o .
RMSDIT) = SART(SUMAV)

L]

[0 L 1)

e HI = HIL. e
’ IF(HI2,6E.HI1y H1 = Hl2
XL0 = XL0O1
IFOXLo2, LECXLOL) . XLO _=_XLODZ2
DYNRET) = HI = XL0

C .
e . DO BOL JE L1l m_ ,
801 X{(J) = FLOAT(J)/10. 0 - *
: CALL SLOP(X. Y.11 C SLDPE COEF) ‘
e _..SLOPE(I1) = aL]PF e
9300 CONTINUE '
e JWRITEC(6. 201 0 .
WRITE(6,102) (KK(I), DAV(I).HAVl(I).DAVZ{I).l 1, NO)
WRITE(6,103)
wAmm__”____mHHITE(u.104){KK<I),AREA(I).AREAltll.AREA?SI) ARANlllz ARANZ(II.
‘ 11 = 1,HM
WRITE(S,105%) :
U WRITE(6,106) (KK(1)DARACL)  DARAL(L) »DARACL) »DARANLICL)Y»DARANZ (1))




¢L

1= LM
WRITF (541112 '
WRITE(GH,112) (KKC(ID),R¥3pC1),ReuD1C1),RMSD201D,122,N0)
WRITE(6,107) :
WRITE (o, 108) (KK(I),DYNRCD),DYNRLLI),DYNR2(T), I21,NO)
WRITE (6,10N) . O
WRITE (6, tlnath([).aLuprtla,I 1,ND)

: | WRITE(43, 2000 (KK(1) DAV(I).)AV1(IJ DAV2(1),SLOPE({I),151sNO)

o ...__.201 FORMAT(I5,4F7.3) .
WRITE(43,203) (KK(1)»ARFACLY, AREALCT)  AREAZ(T)  ARANL (1), ARANZ(TY,
1DARACT Y, DARAL (1), DARA2(T),DARANLCT Y, DARANZCL), [=1,NO)

203 FORMAT(IS,10F7.3) ... e _—
WRITE(43,209) (KK(1},RYS u(I) R!bDl{I) RMSD2¢1),DYNR(1);DYNRL(!),
1DYNR2CT), 124, N0)

205 FORMAT(IS,6F7.3) . o o — _

Qe

101 FORMAT('l'.lOX.'AVF'oIZX:'AVFll.11X:'AVE2'5

... ... 102 FORMAT('9*'+13,F11.3,F15,3,F15.3)
103 FORMATC(rq1,40X, tAREA TﬂTAL'.SX.'AREA 1'L9XJ'AREA 21,9%X, 1(-)AREA it
1:,6X, " (~YAREA 2
104 FORMAT('G',I3,F11.3, FiS.:.F15 G F1J.3 F15.38) _
105 FORMATC('1',10%X,"1.0 AREA TOTAL',2X, 'AREA 1'-8X.*AREA 2V, 9%
1'(')AREA1'16XJ'(-)AREA 2 )
e 106 FORMAT('0' s 13,F11.3+F15.3)F15.3+/F15,3,F 15 3)
107 FORHATt‘i'»lux.'JYlR'-11X.'JYJRi'.iUX.‘DYNH2‘1 ‘
108 FORMAT('0'»I3:F11.9+F15,3,F15,3)
109 FORMAT(r1v,40X, *SLOPE QF NURVE-(R14-R3211)
110 FOURMAT(*'N'»13,F10.5)
111 FORWAT('l'.iGX.'RMS"12X:'R18 1'.10!.'RMS 2')

112 FORMAT('0',»13,F11.4,F15.4,F15.4)

, ¢ .

: c o

_—— e osTOGP e e e
END ‘




€L

SULRAUTIE S0P (X, YN, U, 3L PE, CORF)
DIMENS IO X(i)»Y(l)

XN=H

XONE=N,

YyONE=

X3QA2=0

XY=0, : _— C el

DO 5 K=1,4 .
XSOAR=XSQARMX(K) uX(K)
XINE=XONE+X(KY . . .

YONE=YONE+Y(K)
XYSXY+X{KI#Y(K)

CONTIMNUE . A

DENOM= XGNF*XOHE XN*XSGAR

-SLOP:-cXO!&#YONL—xYﬁXV)/DENQM

- LAY aXONE~YONEaXSTAR Y ZLDENO

Do §g 1= 1.;# - m

S * 1

SRS 2

CONTINUE:

ANUH=D
AllEN=1.

_XAv=1, e -

YAV=(.
XN=N

XAV=XAV+X (1)
YAV=YAV+Y (1)
CONTIHUE

XAV=XAV/XN
YAVSYAV/XY
0.9 I=1,} U s

ANUM-AN;M+<Yc1)lvAv>*<Y<1> ~YAY)
ADENZADEN+(X (1) =XAV)®(X(I)=KAV)

COEF=SLOPE#SORT (ADEN/ANUM)
WRITE(6,7) C,S. DP%nCOEF
FORMAT(3F10.3) . el e

RETURN
END ;
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